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Contribution Current Message Brokers

We propose an approach to improve the throughput of ) append-only
message brokers by utilizing RDMA-based data transfer broker-centric log on disk or
, - i , data transfer :
to byte-addressable and non-volatile memory _‘ [ Producer ] storage service
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» ...reduce CPU overhead using one-sided RDMA verbs.

Architecture Protocol Design Space

{> metadata transfer — two-sided verbs Producer
load transfer - - -sided verb : . :
broker focused ® payload transfer > onessided verbs » Exclusive access to partition allows caching
on coordination segment metadata and reduce control flow.
. » Shared access to partition requires broker to
o manage write offsets.
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l<> ¥ » Committing multiple writes reduces control flow
Storage @ but increases publish latency.
Broker 3 > - [F0935 » Sequential staging allows to interleave data
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data transfer R byte-addressable | | » Replication to multiple storage nodes allows to
_________________ " storage in NVM load balance data access.
@ Storage Node provides one large persistent memory region split into segments. »  Cache segment metadata to manage sequential
@ Broker Node allocates individual segments and coordinates access to them. read offsets locally.
(3) Producer writes to non-volatile memory locations provided by the broker. » Mix pull-based data access and push-based
@ Consumer reads fully-written data directly from storage node. segment metadata updates.

Performance Evaluation
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